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TODAY’S AGENDA

 Introduction to AI in AML

 Capabilities and Use Cases

 Adoption Trends and Benefits

 Challenges and Compliance Considerations



AI ADOPTION WITHIN THE 
FINANCIAL SERVICES SECTOR



THE 
INCREASING 

FOCUS ON 
BSA/AML

 Global Financial Impact
 Money laundering affects 2-5% of global GDP ($800 

billion to $2 trillion), costing trillions annually 
worldwide.

 Compliance Penalties
 In 2023, $6.6 billion in AML fines were imposed on 

financial institutions globally.

 Role of AI in AML
 AI enables analysis of large datasets, detects 

suspicious patterns, and automates compliance.

*United Nations, Office on Drugs and Crime, Money Laundering, 2025; 
Fenegro, AML Enforcement Actions Surge in 2023.
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FAST ADOPTION



HOW 
WILL IT BE 
USED?

Detect new/emerging risk

Automate data enrichment

Reduce false positives



EXPLORING AI 
TECHNOLOGIES IN BSA 
SYSTEMS FOR BANKS



CORE 
CAPABILITIES 

OF ARTIFICIAL 
INTELLIGENCE 

IN BSA/AML

 Customer Due Diligence
 AI automates identity verification processes, 

enhancing the accuracy and efficiency of 
customer due diligence.

 Transaction Monitoring
 AI enables real-time anomaly detection to 

monitor transactions effectively and identify 
suspicious activities promptly.

 Suspicious Activity Reporting
 AI accelerates the generation of suspicious 

activity reports, streamlining compliance 
workflows and improving accuracy.



TELL ME ABOUT 
BRAD RUSTIN, 

AN ATTORNEY 
AT NELSON 

MULLINS



HOW AI CAN 
HELP AT 

ONBOARDING

 Enhance Customer Data Collection: AI 
technologies improve data collection 
methods, leading to more comprehensive 
customer backgrounds for compliance.

 Custom Diligence Work Plans: AI can tailor 
due diligence workflows based on individual 
customer profiles, fostering better compliance 
outcomes.

 Risk Scoring: AI facilitates automated risk 
scoring for customers, ensuring more accurate 
and efficient due diligence processes.



MACHINE 
LEARNING AND 

TRANSACTION 
MONITORING

 Modern systems leverage machine learning 
models to help identify suspicious activity by 
analyzing behavior patterns to generate alerts 
when customer behavior deviates from 
expected patterns. 

 AI and machine learning technology learns 
from your analysts to become an extension of 
your institution’s team, which—in tandem with 
responsible human oversight—can ease 
AML/BSA team burnout by streamlining 
reporting workflows and daily tasks. 

 Further, AI models significantly reduce false 
positives by leveraging historical transaction 
data, helping investigators efficiently close 
cases while preserving detailed decision trails 
for audit and regulatory transparency.



EXAMPLE 
STATEMENT



THE ROLE OF 
SYSTEM 

INTEGRATION

 The ability to integrate an AML monitoring 
program across all a bank’s disparate data is 
critical to the success of the AI platform.

 Think about all the data that a bank has on 
each transaction and how it could be 
leverage for BSA/AML purposes (time of day, 
method of initiating, geographic locations, 
typicality, etc.).

 The benefit of AI is to find the smaller, more 
unique suspicious transactions.   For example, 
imagine if Brad was a contractor regularly 
paying sub-contractors each week in amounts 
between $5,000 and $20,000.  Would you 
have detected the $9,500 to Grayson 
Landscaping?    



HELP ME 
PREPARE A SAR 

NARRATIVE….



HELP ME 
PREPARE A SAR 

NARRATIVE….



TYPICAL AML SCORING 
SYSTEMS

*McKinsey  & Co., The investigator-
centered approach to financial crime: 
Doing what matters (2020).



USE OF 
ENHANCED 
ANALYTICS

McKinsey conducted research at a large 
U.S. bank.  The bank established machine 
learning systems that would “learn” from the 
BSA/AML team and look for more intricate 
patterns of conduct.  

Most of the false positives were innocuous 
intra-company transfers.  By understanding 
the corporate structure and “teaching” the 
software, the burden on BSA/AML staff was 
halved.  



GOOGLE CLOUD/HSBC EXPERIMENT: THE 
DYNAMIC RISK ASSESSMENT (DRA) PROGRAM

Benefit Description Results

Speed DRA significantly improves the speed 
of data analysis and result 
generation

• Reduced batch analysis cycle time from 
~30 days to 2 or 3 days

• Results generated faster, in under 12 
hours

Accuracy DRA outperforms traditional systems 
by leveraging transaction flows and 
other parameters to detect complex 
typologies

• The bank can detect two to four times 
more ‘true positive’ risk, versus a 
traditional system 

• Able to identify new typologies of 
suspicious behavior (for instance, misuses 
of business loans

Efficiency DRA generates significantly fewer 
alerts than traditional systems, 
reducing the level of ‘noise’ from 
false positive Suspicious Activity 
Reports

• Alert volumes decreased by more than 
60%, reducing wasted investigator time. 
Further improvements have been 
observed as the model learns from newly 
detected suspicious activity

• Enhanced customer experience by 
minimizing the need to engage with 
customers on false positive alerts



OTHER 
COMPLIANCE 

USES FOR AI

 Identification and verification of customers: In the context of remote 
onboarding and authentication, AI, including biometrics, machine learning, 
and liveness detection techniques, can be used to perform micro expression 
analysis, anti-spoofing checks, fake image detection, and human face 
attributes analysis. 

 Monitoring of the business relationship and behavioral and transactional 
analysis: 

 Unsupervised machine learning algorithms: Group customers into cohesive 
groupings based on their behavior, which will then create controls that 
can be set more adequately based on a risk-based approach (ex: 
transaction threshold settings), allowing a tailored and efficient monitoring 
of the business relationship.

 Supervised machine learning algorithms: Allow for a quicker and real-time 
analysis of data according to the relevant AML/CFT requirements in place. 

 Alert scoring: Helps focus on a pattern of activity and issue notifications or a 
need for enhanced due diligence. 

 Identification and implementation of regulatory updates: Machine Learning 
techniques with natural language processing (NLP), cognitive computing 
capability, and robotic process automation (RPA) can scan and interpret big 
volumes of unstructured regulatory data sources on an ongoing basis to 
automatically identify, analyze and then shortlist applicable requirements for 
the institution; or implement (to a certain extent) the new or revised regulatory 
requirements (via codification and generation of implementation workflows) so 
regulated entities can comply with the relevant regulatory products. 

 Automated data reporting (ADR): The use of standardized reporting templates 
and automated digital applications (data pooling tools) to make the regulated 
entity’s underlying granular data available in bulk to supervisors.



OFAC 
SCREENING

 Some of the greatest value in AI has been 
through OFAC screening:
 Ability to easily screen multiple sanctions lists 

and databases, including on an 
automated/ongoing basis.

 Ability to use “fuzzy matching” to identify text 
that is similar, but not exact.

 Ability to weed out “false positives” by 
augmenting data hits with third party 
information.

 Better assessment of “hit” or “match” quality, 
which allows bank personnel to prioritize 
investigations and resolutions.



COMPLIANCE CHALLENGES: 
THE RISKS OF NEW AI 
TECHNOLOGIES



THE CURRENT 
STATE

 Almost all current AI-based AML systems use a human as the 
“final check” in the review process.

 There is still little adoption of so-called “Black Box” programs 
that generate results with little human interaction or oversight.  
Regulators still expect that you can “explain” what is occurring 
within the monitoring system.

 Acceptance of the technology has been slow, especially with 
regulators and auditors. There was a concern that the 
technology might produce lesser results than a hands-on 
scrutiny by human analysts–leading to missed signs of abuse or 
fraud.

 “Pilot programs undertaken by banks, in conjunction with 
existing BSA/AML processes, are an important means of testing 
and validating the effectiveness of innovative approaches. 
While the Agencies may provide feedback, pilot programs in 
and of themselves should not subject banks to supervisory 
criticism even if the pilot programs ultimately prove 
unsuccessful. Likewise, pilot programs that expose gaps in a 
BSA/AML compliance program will not necessarily result in 
supervisory action with respect to that program.”  



RISKS OF 
ARTIFICIAL 

INTELLIGENCE

 Bad Data.  If the underlying data on which the system is trained is 
missing, incomplete, or has errors, the “output” may not be valid.

 Data Exposure.  Given the sensitive nature of the data fed to the 
system, banks must be extremely careful with the risks of data 
exposure.

 Inherent Complexity.  Banks must generally avoid “black box” 
programs where they cannot explain the data analysis or results to 
regulators.  Similarly, banks must be careful if the system can “learn” 
or “adapt” itself overtime as this presents the risk of hallucinations or 
decreasing relevancy of past validations.

 Burden on Human Resources.  Generally, the oversight of large AI-
based programs require significant human capital, specially trained in 
the management of these types of programs. Humans should 
intervene at different steps of a model’s conception, testing, and use, 
to ensure the AI/ML model is working as intended.

 Governance and Model Risk. The complexity of AI/ML models creates 
challenges for typical model risk management functions. For 
example, the increased complexity of model inputs and the ways in 
which models evolve may make traditional MRM processes less 
effective.  Similarly, there is very little “reproducibility” in AI/ML 
systems–traditionally a bedrock principle of MRM.



PRACTICAL 
GUIDANCE

 Be careful replacing critical BSA/AML/OFAC 
functionality until the new systems have been vetted, 
tuned, and proven effective.

 If you plan to use third-party sourced AI for 
BSA/AML/OFAC controls, you must ensure it is fully 
vetted through your institution’s Third-Party Risk 
Management (TPRM) framework.  Generally, this will 
be considered a high-risk or critical third-party 
relationship.  

 Ensure your institution has developed an AI-specific 
framework that includes:
 Model risk and model validation;
 Explainability and visibility into the system;
 IT security challenges with access to customer-

level data;
 IT security challenges with monitoring criteria, red 

flags, and tolerances; and
 Internal human resources with sufficient 

knowledge to oversee, tune, and test an AI-
enabled system.  



QUESTIONS OR 
FOLLOW UP?
 Dowse B. (“Brad”) Rustin IV
 Chair, Financial Regulatory  and 

FinTech Practices

 Brad.Rustin@nelsonmullins.com

 202.689.2320 (DC)

 864.373.2320 (SC)

 www.nelsonmullins.com/people/
dowse-rustin 

mailto:Brad.Rustin@nelsonmullins.com
http://www.nelsonmullins.com/people/dowse-rustin
http://www.nelsonmullins.com/people/dowse-rustin


ABOUT THIS PRESENTATION

Nelson Mullins Riley & Scarborough LLP (“Nelson Mullins”) provides this material for informational purposes only. 

The material provided herein is general and is not intended to be legal advice. 

Nothing herein should be relied upon or used without consulting a lawyer to consider your specific circumstances, possible 
changes to applicable laws, rules and regulations, and other legal issues unique to your circumstances. 

Receipt of this material does not establish an attorney-client relationship.

Nelson Mullins is very proud of the results we obtain for our clients, but you should know that past results do not guarantee 
future results; that every case or engagement is different and must be judged on its own merits; and that the choice of a 
lawyer is an important decision and should not be based solely upon advertisements or marketing materials.
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